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REAL MEASUREMENTS ON TEMPERATURE RISE 

}  Temperature increases rapidly with power increase 
}  Compute & Cooling coupling 90W/20W à 185W/45W 
}  Heat needs immediate expulsion, low “Thermal Capacity” 
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THE BIG PICTURE – COOLING PROBLEM 1 

}  Datacenters limited by peak cooling capacity 
–  Need bigger cooling, but would rather spend on compute  
–  DVFS applied, right when u really need performance 

0 

0.2 

0.4 

0.6 

0.8 

1 

1.2 

1.4 

0 8 16 24 32 40 48 

N
or

m
al

iz
ed

 T
hr

ou
gh

pu
t 

Time (Hours) 

Ideal Thermally Limited 

Throttling 



4 Thermal Time Shifting: Leveraging Phase Change Materials to Reduce Cooling Costs in Warehouse-Scale Computers 

THE BIG PICTURE – COOLING PROBLEM 2 

}  Cooling capacity provisioned “once” for a datacenter 
–  Prevents upgrades to more powerful / denser systems 
–  Increasing utilizations / power even for same systems  

• More co-location and better system management 
• Software stacks getting better every few months 

}  Either not increase compute capacity or suffer more throttling 
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THE BIG PICTURE – COOLING PROBLEM 3 

}  Cooling system design is over-provisioned vs. avg. run 
–  Designed to support peak load 
–  Run at lower efficiency at all other times 
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KEY TAKE AWAY 

}  Summary of datacenter cooling system problems 
–  Poor timing, more power needed to cool when power 

should actually be spent on compute  
–  Does not easily allow upgrades / peak power increases 
–  Expensive, costly to operate and runs in-efficiently for 

most of the time 
  
}  Need a way to throttle the temperature without throttling compute 
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THE BIG PICTURE 

}  Proposal: Thermal Time Shifting 
–  Store heat, don’t cool everything immediately 
–  Break compute-cooling coupling 
–  Build cooling systems provisioned for common case 
–  Or enable more compute  
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PHASE CHANGE MATERIALS (PCM) 101 

}  Explored in “Computational Sprinting” work 
}  Materials have ability to store heat 
}  Latent heat capacity >> Sensible heat absorption (> 50X) 
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THE BIG PICTURE 

}  Phase Change Materials (PCM) on server 
–  Latent heat of fusion (~200 Joules/gram)  
–  Integrate liters on server (~Mega joule storage range) 
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GOAL & OUTLINE 

}  Research objective 
–  Study PCM as a thermal time shifting mechanism for 

servers in a datacenter 

} Outline 
–  Understanding thermal impact of PCM in servers 

–  Is more PCM always better? 

–  Evaluation 
• Reducing cooling system size with PCM 
• Improving datacenter throughput with PCM 

–  Conclusions 
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UNDERSTANDING THERMAL IMPACT OF PCM 

}  Built a physical prototype 
–  Encapsulated PCM in a container and placed it on the 

server 
–  Studied the temperature impact on a real system 

}  Built Computational Fluid Dynamics (CFD) models 
–  Study the temperature impact with different amounts of 

PCM  
–  Understand tradeoffs in placing PCM 
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PCM PROTOTYPING WITH IBM RD330 
Container 
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THERMAL IMPACT OF PCM  

}  CFD Model correlation 
–  Observe time based fan speed step function 
–  Excellent correlation at steady state 
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HOW MUCH PCM ON A SERVER? 

}  Not one size fits all   
–  Opportunity varies with server design / physical tweaks 

–  PCM is downwind, but can block air going out  
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HOW MUCH PCM ON A SERVER?  

}  Experimentation with 3 different server designs   
–  1U, 2U and Open Compute Blade server 
–  Tradeoff between amount of PCM & airflow 
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PACKING PCM IN OPEN COMPUTE SERVERS 
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HOW MUCH PCM FIT IN?  

}  Packing PCM on servers    
–  Server / PCM co-design needed 
–  Benefits outweigh effort required to change board layout 
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–  Packing more servers saves ~3M$ in TCO  
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PCM IN OVER-SUBSCRIBED DATACENTERS 

}  PCM delays onset of thermal constraints 
–  Server throttles ~5 hours later 
–  33% high throughput (69% for 3.1 hours best case)  
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CONCLUSIONS 

}  Tight coupling of compute and cooling power in systems 
today 

 

}  Cooling systems limit compute at peak load, don’t allow peak 
power increase and run in-efficiently for most of the time 

 

}  Phase Change Materials (PCM) on server is a mechanism to 
throttle temperature without throttling compute 

 

}  Possible to pack liters of PCM on server via server & PCM 
placement co-design 

 

}  Demonstrate a reduction in peak cooling load and thermally 
mandated throttling by several hours 
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COMPARISONS WITH EXISTING WORK 

}  Computational Sprinting vs. Thermal Time Shifting 
–  Sprinting reshapes load without impacting thermals vs. 

reshaping of thermal profile with no change to load 
–  Sprinting on chip over seconds vs. on server for hours 
–  Changing on-chip / package very difficult vs. changing server 

design difficult 
 

}  Water tanks for energy storage vs. Thermal Time Shifting 
–  Active solution vs. passive heat storage 
–  Can be used together, reduced load on active solution 
–  Need extra space, we fit within server  


